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Résumé

Cet article présente un algorithme permettant d’extraire une com-
munauté de nceuds densément connectés dans un graphe. La solution
proposée a ce probléme s’appuie sur une approche semi-supeatisé
sens ou un ensemble de graines (nceuds appartenant a la communauté
a extraire) doit étre fourni. En partant de ces graines l'algorithme ex-
plore le graphe et décide d'ajouter ou non les nouveaux noeuds ren-
contrés a la communauté en utilisant deux tests basés sur une ver-
sion contrainte du modéle de mélange de graphes de type Erdés-Rényi
[7]. Ce modéle simple sera appelé "noise cluster model". Une méthode
d’estimation en ligne [23] est utilisée pour mettre a jour les parameétres
du modele tout au long de la procédure d’extraction de la communauté.
Cette approche est donc locale au sens ou elle présente une complexité
dependant principalement de la taille de la communauté a extraire et
indépendante de la taille du graphe complet, ce qui permet d’appliquer
celle-ci sur des graphes de tailles quelquonques. Finalement, des expé
riences sur des communautés réelles de blogs seront présentées pou
juger de la pertinence de I'approche proposée.

Mots-clés: clustering de graphe, extraction de communautés,
apprentissage semi-supervisé

Abstract

This paper presents an algorithm designed to extract one commu-
nity (a collection of vertices that are densely connected amongst them-
selves) from a graph given some seeds (nodes known to belong to the
community). Starting from these seeds nodes, new nodes will be ad-
ded to the community by selecting them among the successors of the



current community members. The process used to select the community
members among the successors is based on a generative model closely
related to Erd6s-Rényi mixture [7] called the Noise Cluster Model. An
on-line estimation procedure [23] is used to update the model parame-
ters during the community extraction process. This approach is local,
the complexity is mainly influenced by the community size and does not
depend upon the graph size. This method can therefore be used to deal
with huge graphs. Eventually, experiments on real blog communities
will show the interest of such an approach.

Key-words graph clustering, community extraction, semi-supervised,
noise cluster model

1 INTRODUCTION

A community could be loosely described as a collection ofiges within
a graph which are densely connected amongst themselves béiiig loo-
sely connected to the rest of the graph. Community detetioomplex net-
works has attracted a lot of attention in recent years (fewveew, see [9]). In
fact, detecting communities or modules can be a way to if{eintieresting
substructures which could correspond to those parts of¢heanks which
have specific properties. Communities may correspond famgie to spe-
cific functions in biological networks [12] or to specific iop in web pages
networks [8, 1] (the experimental part of the paper will déghlight this
fact). Therefore, identifying communities may help in ureiending more
deeply the structure of the analysed networks. As in bigladyere it is wi-
dely believed that biological networks of genes or protg@iresent a modu-
lar structure which is the results from evolutionary coaistis and plays a
crucial role in biological functions [20, 19, 14]. Otherewehnt examples of
interesting community structures can be found in sociakosgks [11, 16] or
food webs [15].

The main approaches to identify communities in networksbased on
graph clustering algorithms which take as input a whole lgrapd supply
a partition of the vertices which optimize an objective fiimg such as the
widely used Newmamodularity[17]. Similar solutions more linked to the
proposal of this paper use the Erdds-Rényi mixture modet37 24], also
calledblock modelq13, 21] to derive the objective function. All these me-
thods search for all the communities of the network and aeetbre global,
their complexities scale with the size of the graph.

The problem addressed here is slightly different : the ainthefpropo-
sed algorithm is to extract only one community of interestrfithe network,
the others communities being considered as useless. To tthe sdgorithm
will be supplied with seeds nodes defined as nodes known tmbeb the
community of interest. Such an algorithm can be useful fangxe to ex-
tract a set of web pages on a topic of interest using few sesglssp Taking
into account the local nature of the problem (the structdrh@ networks



outside the target community being of no interest to solegpfoblem), this
paper proposes a local algorithm built over the Erdos-Reéiiture model to

extract the community which encloses the seeds. This dhgorfas a com-
plexity (in term of memory space and computational time)akiis mainly

influenced by the size of the extracted community and do npéidg upon

the graph size.This property is of interest and enables $beotisuch a so-
lution on very big graphs such as the World Wide Web graph efirpents

will highlight this fact by using this algorithm to extractdg communities
dealing with specific topics.

Other local procedures have already been proposed to eztracommu-
nity starting from seeds nodes. Bagrow & al [3] propose arng&ple which
relies upon growing a breadth-first tree outward from onel sexle, until
the rate of expansion (proportion of edge found at the ctileml which
lead to nodes which are yet unknown) falls below an arbittargshold.
This simple solution is interesting. However, since alllogles found at one
level of the breadth-first tree are added to the communitthéfrate of ex-
pansion is below the threshold), it will succeed in extragthe community
only if the source vertex is equidistant from all parts ofetsclosing com-
munity boundary. The seed must therefore be carefully ehosenultiple
seeds used and the results combined (this second solutamvigated by
the authors). Another solution proposed in [6] is based ergtkedy optimi-
zation of a quantity calletbcal modularity This quantity involves a specific
set of nodes calleboundary This set is defined as the set of nodes that have
at least one neighbor in the set of yet unknown nodes. Localuhaaity is
then defined as the number of edges between this set and tbeksetwn
nodes over the total number of edges with one extremity is $et. The
greedy optimization of this quantity simply adds the unknawode which
gives the largest increase (or the smallest decrease) dd¢hemodularity
to the community until a predefined number of nodes is reachsdvith
the previous solution, only one node is used as seed, whitiffésent from
our solution. Furthermore, here the optimized criterioddsved from arad
hoc definition and no solution to automatically stop the eximtiprocess
is supplied (the number of nodes to extract must be suppletthér user).
Other solutions to the community extraction problem usedoctance and
random walks [2] or combinatorial algorithms [22] to defile extraction
procedure, however these solutions present complexiiggsstale linearly
with the size of the graph, whereas our solution scale withsilze of the
community to extract.

The road map of the paper is the following, first some backgtoon
Erdés-Rényi mixture model will be supplied in section 2. iihie constrai-
ned version of this model used in the paper will be detailedeation 3.
Eventually, section 4 presents the proposed local algorittind section 5 de-
tails preliminary experiments on real blog community esti@n problems.



2 BACKGROUND ON ERDOS-RENYI MIXTURE
MODEL

Formally, the graph clustering problem is set-up in the BfB&nyi mix-
ture model with the help of two sets of random variables whth following
meaning (capital letters denote random variables whereasapital letters
denote realizations of the same random variables) :
— X,; € {0,1} are binary variables indicating the presence or the absence
of an edge fromi to 5 :

) if there is a link from; to j (1)
" 10, otherwise.
- Z; € {1,..., K} are latent variables encoding cluster membership of
vertexj among thei possible clusters, such that :
zj = k, if j belongs to clustek. (2)

Directed graphs will be considered in this paper. Therefagavill consider
thatz;; may differ fromz ;. These variables have the following distributions
in this model :

zZ; Y M@,4), Vie{l,...,N} (3

XijlZi =k, Z; =1 &' B(mw), Vije{l,...,N}, (4)

where M denotes the Multinomial distribution arftithe Bernoulli distribu-
tion. This generative model has therefore the followingiptetation :

1. draw the cluster of each node according to the probadsitti

2. add an edge betweénand j with a probability7;; if ¢ belongs to
clusterk andj belongs to cluster.

Therefore, whenry, > mx;, Vk # [, clusters correspond to dense compo-
nents in the graph, and this model can be used to recover thenanity
structure of a graph [23, 21]. We propose to use in the comegommu-
nity extraction a simpler model with less parameters. Wegmeshortly this
model in the next section. This constrained model is deeittd the case
where the graph contains only one community and backgrooigk rwith

no specific structure.

3 THE NOISE CLUSTER MODEL

We will consider only two mixture components, one for the counity
which encloses the seeds and one for the nodes that do naigbteldhat
community, that will be called theoise componeniVe will therefore use



only one Bernoulli variableZ; to deal with cluster membership of vertéx
which is defined as :

(5)

1, if i belongs to the community of interest
i — e . .
0, if < belongs to the noise component

The model is a constrained version of the block model andstéthe follo-
wing simple form :

i.9.d

Xij|Zx Z;=1 %" B(a), Vije{l,...,N} @)
X2 x Z; =0 &Y B(B), Vi,je{l,....N} 8)

We therefore have only three parametes («, 3,7), v is the prior proba-
bility of the community is the probability that two nodes from the commu-
nity are linked ands is the probability that tunes the noise cluster behaviour.
This simple model is sufficient to represent the communitycstre that we
are interested in, provided that> (. Let us introduce some notations and
properties of this model which will be used in the sequel.

Definition 1
Letd; be nodeg degree with community memben%‘},” nodej in-degree with
community members amgut nodej out-degree with community members :

A=Y @y, A=) @i, di= ) (v + )

1:z;=1 1:z;=1 1:z;=1

Definition 2
Let py 41 be the community membership posterior probabilities of & ne
node given only its in-links and the cluster membership effitst N nodes :

Phvir =P(Zns1 = lzinviy, zi, Vi € {1,...,N}).

Let pj-" be the community membership posterior probabilities ofia nede
given its in-links and out-links and the cluster memberstifighe first N
nodes :

pé\(;Jrl = P(ZN+1 = 1|xi(N+1)7x(N+1)iyzi7 Vi € {17 “e ,N})

Proposition 3.1
Community membership posterior probabilit;'éjs andp;ﬂo depend only on
parameters:, 3,y andd§”, d; respectively and are given by :

7 —
PNy1 =
ryad}\?+1 (]_ — a)(NC_d}\'/L+1)

7ol (1= a)Nemdiin) 4 (1= ) (1 - g)(Nem i)

9



Pé\(r)ﬂ =
/-yadNJrl (1 _ a)(QNc*dN+1)
Tt (1~ ) 1 (1 3) (1~ BN v

(10)

with N, = SV | z; the community size. See appendix 6 for the derivation
of these equations.

The probabilitiespﬁ\,ﬂ andpﬁ'\O,Jrl depend only on graph structure through
dj" (the number of in-goings links from the community members) &,
(the total of links with community members) respectiveljheTnumber of
links shared with the noise component is irrelevant. Thigpprty comes
from the constraints imposed by the noise cluster model thergeneral
Erdds-Rényi mixture model.

Figure 1 gives an example of this conditional law. As expectieis quan-
tity increases withij.” (with o > ). More links from the community give
therefore a higher probability of belonging to the commynit

alpha=0.1,beta=0.001,gamma=0.05,Nc=200
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FIG. 1 - Values o4}, ; with respect tal%?, ; with 2=0.1,3=0.001;=0.05
andN_.=200.

Starting from this simple model, we will describe an onligegedy algo-
rithm that adds new nodes to the community from the commsitgessors.

4 LOCAL ALGORITHM DESCRIPTION

As explained in the introduction, the algorithm is supplieidh seeds
nodes. These seeds are considered to belong to the commithitertainty,
and along its path the algorithm add new nodes to the comgnopitooking
at the current community members out-going links.

The algorithm proceeds one vertex at a time in a breadth &istién, but
uses the previous generative model to decide which found tewddd to the
community. A first test, which uses only in-links informatids performed
to find new nodes that may belong to the community. Such nodethan
added to the queue of nodes which require further invegigatvhen a node



succeeds in this first test, another test (which takes irtowat the in-going
and out-going links of the node) is performed to decide wéreth add it
permanently to the community. This process is repeatetinmtnore nodes
are accepted by the first test. Throughout the communityetiom process
the three model parameters are updated using an on-limeagisth strategy
[23]. The core of the algorithm is the two tests used to detidadd or
not one node to the community or not and the on-line parametimation
procedure. The two tests are derived directly from equat{@) and (10).
We describe them shortly and give some insights into therendstimation
procedure.

4.1 Community Membership tests

When only in-links are known it is natural to decide thdielongs to the
community wherp’, ., > s. The threshold: can be defined by default to
0.5 but it can also be interesting to use more strict values saétgaor 0.9
when one wants to take less risk of contaminating the exddacommunity
with noise. Starting form equation (9) we may rewrite thd tegerms of
dé\?ﬂ (see appendix 6 for the details) :

N1 > diins (11)
with ‘", equals to :
Jin — log (5(1 — B)Ne(1 - 7)) — log ((1 —s)(1— a)Nw)
min log (Oé(l — ﬁ)) — log ((1 _ Oé)ﬁ)

Figure 2 presents the evolution @f?;,, with respect to the community size
N, which has a simple step profile. Similar expressions can bered for
the test which uses in and out links using equation (10) whiglerformed
in a second step when the node out-links have been retrieved.

alpha=0.1,beta=0.001,gamma=0.05

8 10

dmin
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FIG. 2 —d,,;,, evolution with respect to the community sixg with o = 0.1,
£ =0.001,y = 0.05 ands = 0.5.



4.2 Parameters estimation

This section describes how the incremental classificatosion of the EM
(CEM) algorithm, proposed by [23], can be adapted to esérttat previous
model parameters during the community extraction procEss.proposed
algorithm differs from [23], by the order in which nodes aregessed and
by the used stopping criterion. In the classical online CHYybadthm the
whole graph is processed and node are randomly orderedeashar our
proposal only a small portion of the graph is processed andgsare pro-
cessed according to their distances to the seeds. We fissrirehe criterion
used to estimate the parameters, knownlassification likelihoodthen the
estimation procedure itself. In the case of a full adjaceneyrix, the classi-
fication log-likelihood is defined as :

(0,X,Z) Zzzlog +Zlfz2 log(1 —~)

+ Z zi X z; X x5 log(a Z zi X z;(1 — ;) log(l — )
1,597 i,J19#]
+ ) (A—zixz)xaglog(B)+ D (1-2ix2) x (1—i;) log(1—f3)
1,01 i,jiit]

with Z = {Zl,...,ZN}, X = {l‘ij 21 F jii,j € {1,...,N}}, andf =
(v, «, B) the parameters vector.

If the partitionZ = {z,...,2zx} is known and with a square adjacency
matrix of sizeN x N, the parameter vector maximizing the classification
likelihood is found by setting to zero the derivative of tHassification log-
likelihood with respect to each parameters. They are thezafiven by :

N
y = ==£ 12
v N (12)
1 N
a = N2 Z (ZL X Zj)]?ij, (13)
€ 4,5=1,i#j
1 N
f = —— (1 — 2 X 2j)zij, (14)
Nz x (N +N,) M;# 2

with N; the number of nodes that do not belong to the commuity=
Zf;l(l — z;) andN the total number of nodes.

However, the partitiotZ = {z1,..., 2y} is unknown and must also be
estimated, an on-line alternating optimization solutian be used to solve
this problem. For this purpose the two previous tests are tesestimate the
partition for every new nodes and equations (12, 13, 14) see to update
the parameters after each test. Such solution is sub-din Ny, will
be underestimated but works well in practice and is really. faventually, it
is important to note that equations (12, 13 and 14) can be aotedpncre-
mentally to avoid unnecessary calculus, see [23] for detail



4.3 Local greedy algorithm for community extraction

All the pieces put together lead to the local greedy algorithat we pro-
pose for community extraction. Algorithm 1 summarise themsdeps of
this algorithm. We present in the next section some resultseveral blog
communities extraction tasks.

5 EXPERIMENTS : BLOG COMMUNITIES EXTRAC -
TION

An experimental version of the algorithm was developed t déth net-
works of HTML documents and used to extract blog communifiéss ex-
perimental tool is basically a multi-threaded web crawtenith implements
the retrieveoutlinks function required by the algorithm) coupled with the
community extraction procedure described above. The déRils supplied
to the algorithm were taken from a blog portal called WiRiavhich of-
fers several rankings of blogs for several topics. Thesekimg were used
to provide 50 seeds to the algorithm for 4 test communitidsth® other
inputs of the algorithm were set to default values for all &xperiments
(s = 0.5, = 0.05,3° = 0.001,7° = 0.05). The goal of the experiments
is two-fold :

— first we aim to validate that the returned community fulfill theustural

definition of a community,

— secondwe want to check that the extracted communities meet the al-
ready observed phenomenon [8, i1§, that communities of web pages
(in the graph sense of densely connected set of vertex)spong to
pages dealing with the same topic.

The communities returned by the algorithm will thereforeabalysed first
with respect to their structure and in a second step withe@sm their
content. The estimated model parameters (reported in Tablél be used to
check that the extracted communities correspond to the Idefinition of a
community (a collection of vertices within a graph that aeaskly connected
amongst themselves while being loosely connected to th@fése graph).

— & as defined by equation 13 corresponds to the community lieksity
and can therefore be used to validate that vertices of theruorities
are densely connected.

y; corresponds to the density of links between community mesdued
non-community members (see equation 14) and can thereéotesdx
to check that community members are loosely connected toesteof
the graph.

Table 1 presents the model parameters estimated by thethigand the
size of the retrieved communities. This table highlights féct that the ex-
tracted communities have a high internal links den&ifaround0.02 for all

Shttp ://mww.wikio.com, http ://www.wikio.fr



Algorithm 1 Local greedy community extraction based on the noise aluste
model
Require: a function to retrieves nodes childreneirieveoutlinks(node)
Require: a set of seeds nodeseeds
Require: community membership tests thresholde [0, 1], (default 0.5)
Require: initial value for parametersa(?), 3(0), ~(0)
{Initialisation}
a—a® g B0 ~—~0
queue «— seeds
community «— seeds
update : dpin,d,, (eq.11)
{Main loop}
while isnotempty(queue) do
{Retrieve a community successor}
node — dequeue(queue)
{Retrieve node children}
outlinks «— retrieveoutlinks(node)
dewt = size(outlinks)

node .
dnode = d?rg)de + d?;(ﬁle
{Test for community membership}
if dpode > dmin then
community < {community, node}
Nc+— Nc+1
{Update children in-links from the community counter}
for all outlinks do
target — target(outlinks)
d%ZT'get — dzzfgrget +1
{Test for community membership using only in-links}
if 7, ger > dir,, then
enqueue(target)
end if
end for
end if
{Parameters update}
update : «, 3,7 (Eq.12,13,14)
update : dpin, di?,, (eq. 11)
end while
return community




the communities) and a low (around0.001). The algorithm has therefore
succeeded in retrieving a set of densely connected nodehwhiclose the
seeds and which has furthermore very few links with the régte graph.
The diameter (the longest shortest path, denotedisyof the community
and the average shortest path length between community ersrdenoted
by apl and also reported in Table 1) supply also clues on the strongex-
tions between the communities members : small diametete/éle@ 6 and
8) and small path length (between 2.7 and 3.1).

The communities sizes are reasonable arautd). Starting fromb0 seeds
the algorithm was therefore able to expand the community Isyza factor
between 12 and 36 for the different communities. The sizab®kubnet-
works processed by our algorithi are big, the extracted communities as
expected with networks of HTML pages, are therefore smaliiues with
respect to the network size.

lllustration (Fr)  Scrapbooking (Fr) Cooking (Fr) Politifd.S.A.)

a  0.01829 0.02955 0.03846 0.02004
3 0.00094 0.00232 0.00209 0.00068
N, 1360 701 622 1808

N 37101 13 467 16 364 84 702
dia 8 8 6 7

apl 3.059 2.749 271 3.014

TAB. 1 — Estimated model paramete%sﬁ and structural statistics for the
4 communities extractedl, is the community sizelV the total number of
vertices seen during the extraction proceks stands for community diame-
ter andapl corresponds to the average path length between all the caitymu
members.

The second goal of the experiments was to validate the fatthike extrac-
ted communities correspond to blogs which deal with theifipgopics of
the supplied seed. Several, investigations were perfotmgeshalysing the
blogs contents to confirm this point, and the results for eachmunity are
presented in the next subsections.

5.1 lllustration (Fr), community analysis

The first investigation performed on the extracted comnyudials with
the evaluation of the precision of the algorithm with reggedhe seed to-
pic. To evaluate this precision, 100 blogs of the communigyesmanually
visited by the authors, and the number of blogs with the sama® mopic
as the seeds (here illustration) was recorded. This estimaf the preci-
sion gives99% for the lllustration community, (only one blogs over the 100
visited blogs was dealing with another topic). We therefmi@y conclude



that the returned blogs are coherent in terms of topic. Hewefe language
of the analysed blogs was not found to be always French (tbdsskan-
guage), an important part of the retrieved blogs were writteenglish. The
strong relations between French and American or Englishtithtion com-
munity may be explained by the number of French people wgrkinthe
American animations studios like Disney and Pixar. Thisipaias also che-
cked by analysing the text content of the retrieved comnmmiffo this end,
word frequencies in documents (fraction of blogs where toedvappears
at least once in the front page, denoted«dyyf) were computed for each
word. Then the Kullback-Leibler divergence between thisdvdocument
frequency and the document frequency of the same word in @imeglass
of random blogs was computed. By sorting the words accordirigeir di-
vergence and keeping the best ones, the core vocabulargltoteanmunity
was extracted. Figures 3 presents word clouds of this cocabedary for
the illustration community. It appears that the words aradequacy with
the community topic, with terms like illustrationv@f = 25%), animation
(wdf = 34%), drawing (df = 28%), gobelins (a well known art university
in Francewdf = 4.6%) and so on.
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F1G. 3—Word Clouds for the lllustration (Fr) community. The fi5§ words

in descending order of their Kullback-Leibler divergence extracted (bet-
ween word document frequency in the community and in a negjatass of
2000 random blogs, texts have been first preprocessed usipdists and

stemming). Word sizes are proportional to the word docurfrequiencies in
the community.

5.2 Scrapbooking (Fr), community analysis

As previously, 100 blogs of the community were manuallytedito es-
timate the precision. This procedure gives a scor®85 for the Scrap-



booking community. Furthermore, for this community, thegaage of the
analysed blogs was found to be always French (the seedsadgepurext
content of the community blogs was also analysed with theeganocess as
before and the results are displayed in Figure 4. The extlasbcabulary
corresponds to the seed topic with for example : sctajf (= 84%), scrap-
booking @wdf = 58%), tampons @df = 48%), ... Furthermore, more than
72% of the blogs urls contain the word scrap. This scores contirah the
returned blogs have for main topic scrapbooking.

apbooking
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FiG. 4 — Word Clouds for the Scrapbooking (Fr) community (samé¢hme
dology as in Figure 3).

5.3 Cooking (Fr), community analysis

The precision manually estimated over 100 blogs gis%, all the visi-
ted blogs have therefore for main topic cooking. The comiyumord cloud
depicted in Figure 5, highlight the coherence of the re@ieeommunity.
The extracted words : cuisinevdf = 83% cooking in English), recette
(wdf = 79%, recipe in English), chocolatdf = 68%, chocolate in En-
glish), saveurqdf = 44%, flavor in English), ... are all connected to the
semantic fields of cooking.

5.4 Politics (U.S.), community analysis

The precision estimated for this community is a little lesportant than
for the three first, witl96% of blogs mainly dealing with politics. The voca-
bulary extracted by the same methodology as before is reiésae Figure
6) with terms like : senate(df = 29%), conservativesdf = 21%), demo-
crat wdf = 18%), pundit wdf = 20%), terrorism (vdf = 19%), senator
(wdf = 19%), medicare @df = 18%).
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Since this community is more complex than the three othet,lmtause
of its interesting internal structure, we provide an iltatibn showing the
community network in Figure 7. Different sub-communitiesde seen on
this figure. Therefore in this case a hierarchy of commumiggists, and
the presence of sub-communities can be explained by thereiiff political
tendencies structuring the political debate in the U.S.he algorithm has
not extracted only one such community, because the chosds same from
different sub-communities.



FiG. 7 — Politics (U.S.A.) network drawn using the Fruchterniingold
algorithm [10] of the Gephi software [4]. Nodes colours espond to a
modularity clustering of the community, node sizes are propnal to the
nodes page-rank [18].

6 CONCLUSION AND FUTURE WORKS

The experimental solution to the community extraction pgobproposed
in this paper seems relevant. It is quite important to ncedrsimple, greedy
approach is able to extract communities with high precisBarch simplicity
and scalability is of great importance when dealing withtivhillion nodes
graphs, as is the case with some real world examples like weflioe social
graphs.

From an experimental point of view, blog community extractivas per-
formed using such a tool with success. However, more worleedad to
better understand and evaluate the model.

First, we could find other application domains were différesmmunity
structures exist with different characteristics [9]. Ayiph the method to
biological systemsg.g. protein interaction networks) or online social net-



works and the like may provide clues about the robustnesiseofpproach
with respect to the different graphs structures one may firsich different
contexts. We could also try to find a generic method to setrittiali value
of the parameters given these various application dom&xgerimenting
with structures which are do different may lead to geneedlie algorithm
in order to make it able to decide if there is only one or sdvewenmunity
structure(s) in the explored network. The only drawbaclkushsan approach
is the need to have annotated corpora with ground-truth aamitias.

Second, robustness of the methods to perturbations of ¢uls set must be
investigated. Comparing the communities extracted by tathots starting
from different random samples may help to evaluated thistpoi

Eventually, we could make use of the related field of graplegsion al-
gorithms. The purpose of these algorithms is to be able tergés realistic
graphs with predefined output parametexrg. radius or clustering coeffi-
cient. A quite comprehensive overview of this field may benfdin [5]. In
our case this kind of algorithm may be used to produce syictdletasets
for which we have by construction the ground truth commeaesitiThis may
greatly help to experiment with our detection algorithmhnat broad range
of graph structures (by changing the generator algoritimd)wvariations (by
changing the output parameters values).
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